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Parallel Programming as a hot issue
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o From PLDI 09 accepted paper list
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MPSoC nightmare

o MPSoC nightmares - runtime errors are important

Data Races
Leading to unpredictable results

Deadlocks

Bringing the MP application to a halt ...

Read SystemStatus,
Write SystemStatus,z,,
Write UserRequest,,z,,
Read UserRequest,z,,

ChangeSystemState

A A J

3: Data races are an example of MP debug nightmares

Lock frame F2 to write

Try to lock Frame F1 to write

Release lock on frame F1

Release lock frame F2

Filter Scaler

Lock frame F1 to write

Try to lock frame F2 to write
[¥=Deadlock

Release lock on frame F2

Release lock on frame F1

\A i

Stalls

Locks causing performance issues

4: Deadlocks are another MP debug nightmare.

Memory Corruption
Leading to crashes & inconsistent results

Stalls Lock Attempt
Lock Frame F1 /7 = Lock Frame F1

] ). | |

|
Lock Frame F1
Lock Attempt

A J

malloc(sec 1)
malloc(sec 2)
free (sec 1)
malloc (sec 3)
free (sec 3)

s escnncnnnann

allocated,

accesses

6: Engineers may have a MP debug nightmare when dealing with stalls.

5: Memory corruption also is a MP debug nightmare.
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Source Level Debugger
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0 Programmer2| semanticlt X ===2| errorE A4

SomeObject *objPtr = NULL;
lf ( a Certaln Condltlon ) The application M_PROGRAM=iTerm.app quit
uncxpectedly.
Ob] Ptr = hew Ob]ect; Mac OS X and other applications are not affected.
else st s by
; // in this case, NULL pointer (Report.. ) (CRelaunch )

(gdb) print objPtr
0

A Compiler Infrastructure for MPSoC
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Even if...
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What we have done...

Development of a re-targetable source level
debugger for ADRES, with S.A.LT

A Compiler Infrastructure for MPSoC



Reconfigurable Processor( ADRES )
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7 2 : Re-targetable Debugger

N

Independent part of a
debugger :

Source Level Symbol Table,
Logical breakpoint manager,
Target abstraction layer, ...
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Target Dependent codes for
x86 Windows:

Target Dependent codes for
MIPS :

3

Target Dependent codes for

BBy

T

\ Adres :

&

WVLIW view

e

i

EEEE

EENGE

Reconfigurable array view




2

MK 12 - Debugger <t

_ 4
Frontend : Dl

<= Visual <O Engine

Studio o
2008 \ :SNU 712

~

388 B
s

/

ususpiss
RINTGRA
National Research Lab

PSIM :
processor simulator
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Data inspection

o Data inspection

Operands

m Scope
m Static global, local variables
= External global variables
m Auto local variables
= Function parameters
m Nested scope supported

m Data type
» Arrays, struct variables, pointers
» Union variables not yet.
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Data inspection — cont’d
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0 Operation
Almost every operations but function call
m Arrow operator ( -> ) and assign operator( =) included
m Array index operator([]), dot operator included
m Dereference operator(*), Address operator(&) included
m Basic binary, unary operators

+, -, <<, >>, /, %, etc included
Long and complex C expression supported
m Ex) N[3] -> next. array_field[2] . second_field

Oonn




Control execution
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o Control execution
Removing/Setting breakpoints
Step in/over/out

Run, continue execution
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MPSoC debugger, Runtime error detection
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Multi-process debugger example - DDT
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1. menu bar

2. process
controls

3. process
groups

4. project
navigator

5. source code

6. variables
and stack

7. parallel
stack, IO,
Breakpoints

8. evaluate
window

9 status bar




Conditional breakpoints for multiple

rocesses
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X Stdout I Stderr | Stdin (enly process 0) | Breakpoints I Watches | Stacks |

% |Processes |Threads |File Line |Function |Condition |Full path

v Al :all hello.c| 91 _ Jfvar/nick/code/ddt/examples
v Al all 0 malloc

E. all halo.c | 105 ¥ =0 | /var/nick/code/ddt/examplas
[*  workers all helo.c| 1l0 fvar/nick/code/ddt/examples
o | 2
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DDT — Message Queues

BOT- M ds e fricues

—Select messages to show—

F Unexpeced

~Select communicator

MPI_COMM_INORLD colle

FIPT_COMM_SELF
MPI_COMM_SELF colectn

—Ranks
" Show local ranks

4 = Shaw global ranks

Update I

I™ Show queues In table

A Compiler Infrastructure for MPSoC
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Basically

o MPSoC debugger looks like DDT

0 Including runtime error detection modules such as
Race condition detection
Data race detection
Deadlock detection

etc

A Compiler Infrastructure for MPSoC
&Sonn
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Problems

- g

TR

0 Use different languages for modeling and implementation
Cannot verify the desired functions directly

0 Hardware designers have to restart the design process by
capturing the designs using the HDLs

May have unmatched problems

0 Require many experts in system architecture for the partition of
software and hardware parts

The partition may not be the optimal solution

o Hardware and software integration is often painful
Hardware and software cannot work together
Co-verification of hardware and software is inefficient

o Long design time and high-cost
o Verification and Debugging is painful

Sonn




Needs of New Methodology
L £

ususpiss

o [1] Kurt Keutzer, et. al. “System-Level Design: Orthogonalization of Concerns and
Platform-Based Design," IEEE TCAD, 19(12), December 2000.

"we believe that the lack of appropriate
methodology and tool support for modeling of
concurrency in its various forms is an essential
limiting factor in the use of both RTL and commonly
used programming languages to express design
complexity”




Meet-in-the-middle methodology
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Timing in real-time systems

o Specify-Exploration-Refinement design methodology

Verification is very important

Timing is key factor for verification between specification before
refinement and that after refinemen

o With SER methodology, high level estimation of execution
time is important

To improve performance

To reduce runtime errors related with timing

A Compiler Infrastructure for MPSoC
&Sonn
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Wrong estimation

() — (=

Estimation Actual execution
time

Task 1 100 50
Task 2 50 50

Deadline = 120

Since the estimation was wrong, we need one
more processor to meet the deadline

A Compiler Infrastructure for MPSoC
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Wrong estimation

() — (=

Estimation Actual execution
time

Task 1 50 100
Task 2 50 50

Deadline = 120

Since the estimation was wrong, verification fails
or unexpected runtime error occurs

A Compiler Infrastructure for MPSoC
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Co-work with Aachen
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o They developed high level estimation scheme and publish
the paper, “Multiprocessor performance estimation using hy
brid simulation” Lei Gao, et al

http://portal.acm.org/citation.cfm?id=1391469.1391552

0 We have the environment that we can compile source code
into ISA of a certain virtual machine, simulate and profile

By comparing these two method, and complementing, we expect
getting more precise high level estimation method

A Compiler Infrastructure for MPSoC
Sonn
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o MPSoC programming

[t becomes more important to detect or avoid runtime errors

Connecting low level error and user-level semantic is getting crucial

Necessity of a source level debugger increases drastically

A Compiler Infrastructure for MPSoC
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o High level performance estimation is the key for

Design space exploration

Improve performance of the synthesized system

Avoiding runtime errors, especially related to timing in real-time
systems

A Compiler Infrastructure for MPSoC




