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Why Graph Searching?

» Graphs are ubiquitous
> Chemical compounds (Cheminformatics)
> Protein structures, biological pathways/networks (Bioinformatics)
o Program control flow, traffic flow, and work flow analysis
o XML databases, Web, and social network analysis

» Graph is a general model
> Trees, lattices, sequences, and items are degenerated graphs

» Complexity of algorithms: many problems are of high complexity

(c) Copyright by Han, Yan, Yu 2006




Graphs are Everywhere

Magwene et al. Genome
Biology 2004 5:R100
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Chemical Compound

Protein Structure
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Example 1: Frequent Subgraphs
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Example 2: Frequent Subgraphs

\ 1: makepat
M 2: esc

| 3: addstr

- ( Pé 4. getecl
/s dodash
7) 6: in_set 2

T: stclose

PROGRAM CALL GRAPHS

(1)
FREQUENT SUBGRAPHS

(MIN SUPPORT IS 2)
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Graph Searching

» Find all of the graphs in a database that contain the query graph

query graph graph database
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Indexing Graphs

» Indexing 1s crucial

E*al
@ 10,000 checkings

10,000 graphs

100 graphs

—»—»@—»

100 checkings
10,000 graphs

» Many graph indexing techniques are introduces.

o GraphGrep, glndex, Closure-Tree, Tree+Delta, GCoding, FG-Index, TreePl,
SWIFT-Index ...




Problem Definition

» Find all of the graphs in a database that contain the query graph

» Given a graph database D = {g,, g,, ..., g,} and a query graph g, finds the query
answer set D ={g,|g =g, <D}

» (Example) For the query ¢ shown in Figure 2, the query answer set, D, has only
one element: graph (c) in Figure 1.

G [
6—a lI:‘_,_,..---' —c
c—GC—C—=C N\ | \' l
[H

c—=C G

(a) (b) (c)

Figure 1: A Sample Database

Figure 2: A Sample Query



Overview of the Framwork

» Index construction (preprocessing step)
> Enumerating all sub-graphs in a database D.
o Selecting graph feature set F from the results of the first step.
The glndex selects graph features which are frequent and discriminative
° Indexing graph feature set /" to find D,= {g/|f < g,, g;= D} efficiently for given f EF.
Indexing selected graph features as a prefix tree

» Query processing

> Filter: enumerates all the features in a query graph ¢, and finds candidate query answer set

C =N N (£Cn A fe IN yiging the indoavy
q fl_/f V _(j J 1 } lelllé L11IC 111UCA.
> Verify: verify graph g in C, whether ¢ is really a sub-graph of g (sub-graph isomorphic

test).
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Frequent Fragment

» Suppori(g): the number of graphs in D where g is a sub-graph (=[D,|).

» Frequent graph (Fragment): if support(g) > minSup, graph g is frequent.

o (Example) graphs (a) and (b) in Figure 3 are frequent, if minSup = 2.

c—<c¢ c=" C
c—GC—C—cC \c . | >c / ‘
fo— C~¢ \ —C

(a) (b) ()

Figure 1: A Sample Database

C

c c c C
N N 7 e
(a) (b)

Figure 3: Frequent Fragments
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Discriminativity

» f & fand D= D, (and suppori(f) = support(f’))
o f”does not provide more information than f'if both are selected as indexing
features.

o f1s more discriminative than f.
o f’ should be removed from the feature set.

T ~
Most discriminative fragment — €
c— ¢
Does not provide more > Frequent fragments
c—c—c¢
indexing power than fragment ¢
c—oc¢c—c¢c— cJ
c
c—C—C—cC \c—c | /c—c ‘
c \_c¢
c—cC ¢ c—

(a) (b) (c)

Figure 1: A Sample Database
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Discriminative Ratio

» The measurement of the discriminativeness of a fragment x.

» Calculated by the following formula:

A set of graphs which contain the

sub-graphs of x in the feature set|
N D,
y = ‘D ,figx,f%eF,lSzSn
X

T~

. A set of graphs containing graph x
» Properties:

o y>1.
> when y =1, fragment x is completely redundant.
° wheny >> 1, fragment x is more discriminative than the combination of fragments 1.

» Select frequent fragments whose y is no less than pre-defined minimum
discriminative ratio y,,;,(=2.0).
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Index Construction

» Translates fragments into sequences and holds them in a prefix tree.

» Each fragment 1s associated with (graph) 1d list (ids of graphs containing
this fragment).

» Translating fragments: use the canonical DFS coding in gSpan [Yan02].
» Prefix tree: glndex Tree proposed in this paper.
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Algorithm - Search

Algorithm 2 Search

Input: Graph database I, Feature set F, Query g,

and Maximum fragment size max L.

Output: Candidate answer set C.

1
2
3:
4.
5

et O = D
: for each fragment r C g and len(z) < maxL do
if x € F' then
C, = C, N D,
: return C;

»  Input: graph database D, feature set F', query ¢,
and maximum fragment size maxL.

» Output: candidate answer set C,.

»  Algorithm

I. Enumerates all fragments up to a maximum
size.

Find graph 1d list using the glndex.

3. Intersects the 1d lists associated with these
fragments.

»  Optimization
°  Apriori pruning
o Maximum discriminative fragments
> Inner support
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