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정적 분석의 난제

실제 실행을 모두 포섭하면서 (sound)
정확하게 (precise)

큰 프로그램을 (scalable) 분석하기 
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현실: “검출기” vs. “검증기”
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scalable
버그 검출기
(bug-finders)
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(verifiers)

unsound

unscalable

목표

?



동기

• (2007) 정적 분석기 상용화 

• C 프로그램 메모리 오류 검출기

• 요약해석(abstract interpretation) 기반, 디자인은 안전

• 현실은 큰 프로그램 분석 위해 안전성 포기

• 실제적인 분석기 실험 환경 갖춰짐

• “안전한 버전의 성능을 높여보자”

Catching Software Bugs Early at Build Time

An Overview of
Sparrow’s Static Program Analysis Technology

July 2007

Copyright c© 2007 Fasoo.com, Inc. All rights reserved.
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sound & global analysis version

5

• < 1.4M in 10hrs 
with intervals

• < 0.14M in 20hrs 
with octagons



스파스 분석 디자인 이론
(Sparse Analysis Framework)
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다양한 프로그램 분석에 일반적으로 적용

still

sparsify

요약 해석 스파스 버전

“An important strength is that the theoretical result is 
very general ... The result should be highly influential 
on future work in sparse analysis.” (from PLDI reviews)



Sparse Analysis Framework



프로그램

•     :  프로그램 지점(program point)들의 집합

•                     :  실행흐름관계 (control flow graph)

X is a tuple, X.n indicates the nth component of the tuple. We write R+ and R�

for the transitive and reflexive-transitive closure of binary relation R. Finally, N
represents the set of natural numbers {0, 1, 2, . . .}.

2.2 Programs

A program is a tuple �C, �→� where C is a finite set of control points and �→⊆ C×C
is a relation that denotes control dependencies of the program; c� �→ c indicates
that c is a next control point of c�. Each control point c is associated with com-
mand cmd(c). Command c has one of the following five types:

assign(lv , e) | alloc(lv , a) | assume(x < e) | call(fx , e) | returnf

where expression e, l-value expression lv , and allocation expression a are defined
as follows:

expression e → n | e + e | lv | &lv

l-value lv → x | *e | e[e] | e.x
allocation a → [e]l | {x}l

An expression may be a constant integer (n), a binary operation (e + e), an l-
value expression (lv), or an address-of expression (&lv). An l-value may be a vari-
able (x), a pointer dereference (*e), an array access (e[e]), or a field access (e.x).
Expressions and l-value expressions have no side-effects. All program variables, in-
cluding formal parameters, have unique names. Command assign(lv , e) assigns the
value of e into the location of lv . Command alloc(lv , a) allocates an array [e]l or
a structure {x}l, where e is the size of the array, x is the field name, and the sub-
script l is the label for the allocation site. For simplicity, we consider structures
with one field only. Each call-site for a procedure is represented by two control
points: a call-point and its corresponding return-point. A call-point is associated
with command call(fx, e), which indicates that procedure f , whose formal param-
eter is x, is called with actual parameter e. When c is a call-point (resp., return-
point), callof(c) (resp., rtnof(c)) denotes the corresponding return-point (resp., call-
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2. Sparse Analysis Framework
2.1 Notation
Given function f ∈ A → B, we write f |C for the restriction

of function f to the domain dom(f) ∩ C. We write f\C for the

restriction of f to the domain dom(f)− C. We abuse the notation

f |a and f\a for the domain restrictions on singleton set {a}. We

write f [a �→ b] for the function got from function f by changing

the value for a to b. We write f [a1 �→ b1, · · · , an �→ bn] for

f [a1 �→ b1] · · · [an �→ bn]. We write f [{a1, · · · , an} w�→ b] for

f [a1 �→ f(a1) � b, · · · , an �→ f(an) � b] (weak update).

2.2 Program
A program is a tuple �C, �→� where C is a finite set of con-

trol points and �→⊆ C × C is a relation that denotes control

flows of the program; c� �→ c indicates that c is a next control

point of c�. Each control point is associated with a command, de-

noted cmd(c). A path p = p0p1 . . . pn is a sequence of control

points such that p0 �→ p1 �→ · · · �→ pn. We write Paths =
lfpλP.{c0c1 | c0 �→ c1}∪{p0 . . . pnc | p ∈ P ∧ pn �→ c} for the

set of all paths in the program.

Collecting Semantics Collecting semantics of program P is an

invariant [[P ]] ∈ C → 2S that represents a set of reachable states

at each control point, where the concrete domain of states, S =
L → V, maps concrete locations (L) to concrete values (V).

The collecting semantics is characterized by the least fixpoint of

semantic function F ∈ (C → 2S) → (C → 2S) such that,

F (X) = λc ∈ C.fc(
�

c��→c

X(c�)). (1)

where fc ∈ 2S → 2S is a semantic function at control point c.

Because our framework is independent from target languages, we

leave out the definition of the concrete semantic function fc.

2.3 Baseline Abstraction
We abstract the collecting semantics of program P by the following

Galois connection

C → 2S −−→←−−
α

γ
C → Ŝ (2)

where α and γ are pointwise liftings of abstract and concretization

function αS and γS (such that 2S −−−→←−−−
αS

γS Ŝ), respectively.

We consider a particular, yet general, family of abstract domains

where abstract state Ŝ is map L̂ → V̂ where L̂ is a finite set of

abstract locations, and V̂ is a (potentially infinite) set of abstract

values. All non-relational abstract domains, such as intervals [9],

are members of this family. Furthermore, the family covers some

numerical, relational domains. Practical relational analyses exploit

packed relationality [4, 13, 34, 43]; the abstract domain is of form

Packs → R̂ where Packs is a set of variable groups selected to be

related together. R̂ denotes numerical constraints among variables

in those groups. In such packed relational analysis, each variable

pack is treated as an abstract location (L̂) and numerical constraints

amount to abstract values (V̂). Examples of the numerical con-

straints are domain of octagons [34] and polyhedrons [12]. In prac-

tice, relational analyses are necessarily packed relational [4, 13]

because of otherwise unacceptable costs.

Abstract semantics is characterized as a least fixpoint of abstract

semantic function F̂ ∈ (C → Ŝ) → (C → Ŝ) defined as,

F̂ (X̂) = λc ∈ C.f̂c(
�

c��→c

X̂(c�)). (3)

where f̂c ∈ Ŝ → Ŝ is a monotone abstract semantic function for

control point c. We assume that F̂ is sound with respect to F , i.e.,

α◦F � F̂ ◦α, then the soundness of abstract semantics is followed

by the fixpoint transfer theorem [11].

2.4 Sparse Analysis by Eliminating Unnecessary Propagation
The abstract semantic function given in (3) propagates some ab-

stract values unnecessarily. For example, suppose that we analyze

statement x := y using a non-relational domain, like interval do-

main [9]. We know for sure that the abstract semantic function for

the statement defines a new abstract value only at variable x and

uses only the abstract value of variable y. Thus, it is unnecessary to

propagate the whole abstract states. However, the function given in

(3) blindly propagates the whole abstract states of all predecessors

c� to control point c.

To make the analysis sparse, we need to eliminate this un-

necessary propagation by making the semantic function propagate

abstract values along data dependency, not control flows; that is,

we make the semantic function propagate only the abstract values

newly computed at one control point to the other where they are

actually used. In the rest of this section, we explain how to make

abstract semantic function (3) sparse while preserving its precision

and soundness.

2.5 Definition and Use Set
We first need to precisely define what are “definitions” and “uses”.

They are defined in terms of abstract semantics, i.e., abstract se-

mantic function f̂c, not concrete semantics.

Definition 1 (Definition set). Let S be the least fixpoint lfpF̂ of the
original semantic function F̂ . Definition set D(c) at control point c
is a set of abstract locations that are assigned a new abstract value
by abstract semantic function f̂c, i.e.

D(c) � {l ∈ L̂ | ∃ŝ �
�

c��→c

S(c�).f̂c(ŝ)(l) �= ŝ(l)}.

Definition 2 (Use set). Let S be the least fixpoint lfpF̂ of the
original semantic function F̂ . Use set U(c) at control point c is a
set of abstract locations that are used by abstract semantic function
f̂c, i.e.

U(c) � {l ∈ L̂ | ∃ŝ �
�

c��→c

S(c�).f̂c(ŝ)|D(c) �= f̂c(ŝ\l)|D(c)}.

Example 1. Consider the following simple subset of C:

cmd → x := e | ∗x := e
e → x | &x | ∗x.

The meaning of each statement and each expression is fairly stan-
dard. We design a pointer analysis for this as follows:

ŝ ∈ Ŝ = Var → 2Var

f̂c(ŝ) =






ŝ[x �→ Ê(e)(ŝ)] cmd(c) = x := e
ŝ[y �→ Ê(e)(ŝ)] cmd(c) = ∗x := e

and ŝ(x) = {y}
ŝ[ŝ(x)

w�→ Ê(e)(ŝ)] cmd(c) = ∗x := e

Ê(e)(ŝ) =






ŝ(x) e = x
{x} e = &x�

y∈ŝ(x) ŝ(y) e = ∗x

Now suppose that we analyze program 10�x := &y; 11�∗p := &z;
12�y := x; (superscripts are control points). Suppose that points-
to set of pointer p is {x, y} at control point 11� according to the
fixpoint. Definition set and use set at each control point are as
follows.

D(10�) = {x} U(10�) = ∅
D(11�) = {x, y} U(11�) = {p, x, y}
D(12�) = {y} U(12�) = {x}

• analyzer computes the fixpoint
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X is a tuple, X.n indicates the nth component of the tuple. We write R+ and R�

for the transitive and reflexive-transitive closure of binary relation R. Finally, N
represents the set of natural numbers {0, 1, 2, . . .}.
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A program is a tuple �C, �→� where C is a finite set of control points and �→⊆ C×C
is a relation that denotes control dependencies of the program; c� �→ c indicates
that c is a next control point of c�. Each control point c is associated with com-
mand cmd(c). Command c has one of the following five types:

assign(lv , e) | alloc(lv , a) | assume(x < e) | call(fx , e) | returnf

where expression e, l-value expression lv , and allocation expression a are defined
as follows:

expression e → n | e + e | lv | &lv

l-value lv → x | *e | e[e] | e.x
allocation a → [e]l | {x}l

An expression may be a constant integer (n), a binary operation (e + e), an l-
value expression (lv), or an address-of expression (&lv). An l-value may be a vari-
able (x), a pointer dereference (*e), an array access (e[e]), or a field access (e.x).
Expressions and l-value expressions have no side-effects. All program variables, in-
cluding formal parameters, have unique names. Command assign(lv , e) assigns the
value of e into the location of lv . Command alloc(lv , a) allocates an array [e]l or
a structure {x}l, where e is the size of the array, x is the field name, and the sub-
script l is the label for the allocation site. For simplicity, we consider structures
with one field only. Each call-site for a procedure is represented by two control
points: a call-point and its corresponding return-point. A call-point is associated
with command call(fx, e), which indicates that procedure f , whose formal param-
eter is x, is called with actual parameter e. When c is a call-point (resp., return-
point), callof(c) (resp., rtnof(c)) denotes the corresponding return-point (resp., call-

8

(c is the next program point to c’)

X is a tuple, X.n indicates the nth component of the tuple. We write R+ and R�

for the transitive and reflexive-transitive closure of binary relation R. Finally, N
represents the set of natural numbers {0, 1, 2, . . .}.

2.2 Programs

A program is a tuple �C, �→� where C is a finite set of control points and �→⊆ C×C
is a relation that denotes control dependencies of the program; c� �→ c indicates
that c is a next control point of c�. Each control point c is associated with com-
mand cmd(c). Command c has one of the following five types:

assign(lv , e) | alloc(lv , a) | assume(x < e) | call(fx , e) | returnf

where expression e, l-value expression lv , and allocation expression a are defined
as follows:

expression e → n | e + e | lv | &lv

l-value lv → x | *e | e[e] | e.x
allocation a → [e]l | {x}l

An expression may be a constant integer (n), a binary operation (e + e), an l-
value expression (lv), or an address-of expression (&lv). An l-value may be a vari-
able (x), a pointer dereference (*e), an array access (e[e]), or a field access (e.x).
Expressions and l-value expressions have no side-effects. All program variables, in-
cluding formal parameters, have unique names. Command assign(lv , e) assigns the
value of e into the location of lv . Command alloc(lv , a) allocates an array [e]l or
a structure {x}l, where e is the size of the array, x is the field name, and the sub-
script l is the label for the allocation site. For simplicity, we consider structures
with one field only. Each call-site for a procedure is represented by two control
points: a call-point and its corresponding return-point. A call-point is associated
with command call(fx, e), which indicates that procedure f , whose formal param-
eter is x, is called with actual parameter e. When c is a call-point (resp., return-
point), callof(c) (resp., rtnof(c)) denotes the corresponding return-point (resp., call-

8



cf) 요약 해석 
(Abstract Interpretation)

• 올바른 정적분석 디자인을 위한 강력한 이론
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[[P ]] = fixF ∈ D

ˆ[[P ]] = fix F̂ ∈ D̂

실제 실행

[[P ]] � ˆ[[P ]]결과

요약 해석 s.t.

�� ��(abstract interpretation)

�� ��: ����
�� �� �: ��
�� �� �: ��
�� �� �: Theorem�

��1: ��� ��(Galois connection)

D� D̂� ��� ��(Galois connection)

D −→←−α
γ

D̂

�� ���

��� ��� ��:

∀x ∈ D, x̂ ∈ D̂ : α(x) � x̂⇐⇒ x � γ(x̂).

��� ��� ��:
D̂�� � ����� �� �� �� ��
α� ��� ����(abstraction function)
γ� ��� ��� ��� ��� ��(concretization
function).

��: �� ���
�

i∈N F̂ i(⊥̂)� ���(upper bound)� ����

Prof. Kwangkeun Yi SNU 4541.664A Program Analysis Note 7

Requirement 3: F̂ in relation with F

Concrete semantic ftn F and its abstract version F̂ must
satisfy

α ◦ F � F̂ ◦ α, i.e., F ◦ γ � γ ◦ F̂

or,

Concrete semantic ftn F and its abstract version F̂ must
satisfy

α(f) � f̂ ⇒ α(F f) � F̂ f̂

Plan: static analysis is computing an upper bound of
�

i∈N F̂ i(⊥̂)

Kwangkeun Yi Abstract Interpretation



베이스라인 분석
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• 요약 실행 함수 (abstract semantic function)

• 요약의미공간(abstract domain): 각 프로그램 지점
마다 도달가능한 상태들을 모으고 요약

: abstract semantics at point c

c

c�c�



큰 프로그램 분석에 역부족
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less-382 (23,822 LoC)
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스파스 분석:
핵심 아이디어

where α and γ are pointwise liftings of abstract and concretization function αS and
γS (such that 2S −→←−

αS

γS Ŝ), respectively. That is, we abstract the set of reachable
states by a single abstract state. Abstract memory state

Ŝ = L̂ → V̂

denotes a finite map from abstract locations (L̂) to abstract values (V̂).

L̂ = Var + AllocSite + AllocSite × FieldName

V̂ = Ẑ× 2L̂ × 2AllocSite×Ẑ×Ẑ × 2AllocSite×2FieldName

Ẑ = {[l, u] | l, u ∈ Z ∪ {−∞,+∞} ∧ l ≤ u} ∪ {⊥}

An abstract location may be a program variable (Var), an allocation site (AllocSite),
or a structure field (AllocSite ×FieldName). All elements of an array allocated at
allocation site l are collectively represented by l. The abstract location for field x

of a structure allocated at l is represented by �l, x�. An abstract value is a quadru-
ple. Numeric values are tracked by the interval values (Ẑ). Points-to information is
kept by the second component (2L̂): it indicates pointer targets an abstract loca-
tions may point to. Allocated arrays of memory locations are represented by array
blocks (2AllocSite×Ẑ×Ẑ): an array block �l, o, s� consists of abstract base address (l),
offset (o), and size (s). A structure block �l, {x}� ∈ 2AllocSite×2FieldName abstracts
structure values that are allocated at l and have a set of fields {x}.

2.4.2 Abstract Semantic Function

Abstract semantics is characterized by the least fixpoint of abstract semantic func-
tion F̂ ∈ (C → Ŝ) → (C → Ŝ) defined as,

F̂ (X̂) = λc ∈ C.f̂c(
�

c��→c

X̂(c�)). (2.3)

10

replace syntactic dependency
by semantic dependency

(data dependency)



스파스 분석 유도
분석기는 의미함수 고정점을 계산
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• 베이스라인 분석

• 스파스 분석의 수학적 정의 (실현 불가능)

• 실현가능한 스파스 분석

-
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Note that U( 11�) contains D( 11�) because of the weak update (
w�→):

the semantics of weak update ŝ[l
w�→ v] = ŝ[l �→ ŝ(l) � v] is

defined to use the target location l. This implicit use information,

which does not explicitly appear in the program text, is naturally

captured by following the semantics.

2.6 Data Dependencies
Once identifying definition and use sets at each control point, we

can discover data dependencies of abstract semantic function F̂
between two control points. Intuitively, if the abstract value of

abstract location l defined at control point c0 is used at control

point cn, there is a data dependency between c0 and cn on l. Formal

definition of data dependency is given below:

Definition 3 (Data dependency). Data dependency is ternary rela-

tion �⊆ C× L̂× C defined as follows:

c0
l� cn � ∃c0 . . . cn ∈ Paths, l ∈ L̂.

l ∈ D(c0) ∩ U(cn) ∧ ∀i ∈ (0, n).l �∈ D(ci)

The definition means that if there exists a path from control point c0
to cn, a value of abstract location l can be defined at c0 and used at

cn, and there is no intermediate control point ci that may change the

value of l, then a data dependency exists between control points c0
and cn on location l. One might wonder why the data dependency

excludes not only a path that always kills the definition but also a

path that might, but not always, kill the definition. In the latter case,

the definition that might be killed is, by Definition 2, included in the

use set of the definition point.

Example 2. In the program presented in Example 1, we can find

two data dependencies, 10� x� 11� and 11� x� 12�.

Comparison with Def-use Chains Our notion of data depen-

dency is different from the conventional notion of def-use chains. If

we want to conservatively collect all the possible def-use chains, we

should exclude only the paths from definition points to use points

when there exists a point that always kills the definition. We can

slightly modify Definition 3 to express def-use chain relation �du

as follows:

c0
l�du cn � ∃c0 . . . cn ∈ Paths, l ∈ L̂.

l ∈ D(c0) ∩ U(cn) ∧ ∀i ∈ (0, n).l �∈ Dalways(ci)

where Dalways(c) denotes the set of abstract locations that are al-

ways killed at control point c.

Example 3. We can find three def-use chains, 10� x�du 11�, 10� x�du

12�, and 11� x�du 12� in Example 1.

The reason why we use our notion of data dependencies instead

of def-use chains is that our data dependencies preserve the preci-

sion of the analysis even when approximations are involved. On the

other hand, sparse analysis with approximated def-use chains may

lose precision, which becomes evident in Section 2.8.

2.7 Sparse Abstract Semantic Function
Using data dependency, we can make abstract semantic function

sparse, which propagates between control points only the abstract

values that participate in the fixpoint computation. Sparse abstract

function F̂s, whose definition is given below, is the same as the

original except that it propagates abstract values along to the data

dependency, not along to control flows:

F̂s(X̂) = λc ∈ C.f̂c(
�

c� l�c

X̂(c�)|l).

As this definition is only different in that it is defined over data

dependency (�), we can reuse abstract semantic function f̂c, and

its soundness result, from the original analysis design.

The following lemma states that the analysis result with sparse

abstract semantic function is the same as the one of original analy-

sis.

Lemma 1 (Correctness). Let S and Ss be lfpF̂ and lfpF̂s. Then,

∀c ∈ C.∀l ∈ D(c).Ss(c)(l) = S(c)(l).
The lemma guarantees that the sparse analysis result is identical to

the original result only up to the entries that are defined in every

control point. This is fair since the sparse analysis result does not

contain the entries unnecessary for its computation.

2.8 Sparse Analysis with Approximated Data Dependency
Sparse analysis designed until Section 2.7 might not be practical

since we can decide definition set D and use set U only with the

original fixpoint lfpF̂ computed.

To design a practical sparse analysis, we can approximate data

dependency using approximated definition set D̂ and use set Û (D̂
and Û are arbitrary sets that respect some properties in Definition

5).

Definition 4 (Approximated Data Dependency). Approximated

data dependency is ternary relation �a⊆ C × L̂ × C defined as

follows:

c0
l�a cn � ∃c0 . . . cn ∈ Paths, l ∈ L̂.

l ∈ D̂(c0) ∩ Û(cn) ∧ ∀i ∈ (0, n).l �∈ D̂(ci)

The definition is the same except that it is defined over D̂ and

Û. The derived sparse analysis is to compute the fixpoint of the

following abstract semantic function:

F̂a(X̂) = λc ∈ C.f̂c(
�

c� l�ac

X̂(c�)|l).

One thing to note is that not all D̂ and Û make the derived

sparse analysis compute the same result as the original. First,

both D̂(c) and Û(c) at each control point should be an over-

approximation of D(c) and U(c), respectively (we can easily show

that the analysis computes different result if one of them is an

under-approximation). Next, all spurious definitions that are in-

cluded in D̂ but not in D should be also included in Û. The follow-

ing example illustrates what happens when there exists an abstract

location which is a spurious definition but is not included in the

approximated use set.

Example 4. Consider the same program presented in Example 1.

except that we now suppose the points-to set of pointer p being {y}.

Then, definition set and use set at each control point are as follows:

D(10�) = {x} U(10�) = ∅
D(11�) = {y} U(11�) = {p}
D(12�) = {y} U(12�) = {x}.

Note that U(11) does not contain D(11) because of strong update.

The following is one example of unsafe approximation.

D̂(10�) = {x} Û(10�) = ∅
D̂(11�) = {x, y} Û(11�) = {p}
D̂(12�) = {y} Û(12�) = {x}.

This approximation is unsafe because spurious definition {x} at

control point 11� is not included in approximated use set Û( 11�).
With this approximation, abstract value of x at 10� is not propagated

to 12�, while it is propagated in the original analysis ( 10� x� 12�, but

10� � x�a 12�). However, if {x} ⊆ Û( 11�), then the abstract value

Note that U( 11�) contains D( 11�) because of the weak update (
w�→):

the semantics of weak update ŝ[l
w�→ v] = ŝ[l �→ ŝ(l) � v] is

defined to use the target location l. This implicit use information,

which does not explicitly appear in the program text, is naturally

captured by following the semantics.
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Once identifying definition and use sets at each control point, we

can discover data dependencies of abstract semantic function F̂
between two control points. Intuitively, if the abstract value of

abstract location l defined at control point c0 is used at control
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The definition means that if there exists a path from control point c0
to cn, a value of abstract location l can be defined at c0 and used at

cn, and there is no intermediate control point ci that may change the

value of l, then a data dependency exists between control points c0
and cn on location l. One might wonder why the data dependency

excludes not only a path that always kills the definition but also a

path that might, but not always, kill the definition. In the latter case,

the definition that might be killed is, by Definition 2, included in the

use set of the definition point.

Example 2. In the program presented in Example 1, we can find

two data dependencies, 10� x� 11� and 11� x� 12�.

Comparison with Def-use Chains Our notion of data depen-

dency is different from the conventional notion of def-use chains. If

we want to conservatively collect all the possible def-use chains, we

should exclude only the paths from definition points to use points

when there exists a point that always kills the definition. We can

slightly modify Definition 3 to express def-use chain relation �du

as follows:

c0
l�du cn � ∃c0 . . . cn ∈ Paths, l ∈ L̂.

l ∈ D(c0) ∩ U(cn) ∧ ∀i ∈ (0, n).l �∈ Dalways(ci)

where Dalways(c) denotes the set of abstract locations that are al-

ways killed at control point c.

Example 3. We can find three def-use chains, 10� x�du 11�, 10� x�du

12�, and 11� x�du 12� in Example 1.

The reason why we use our notion of data dependencies instead

of def-use chains is that our data dependencies preserve the preci-

sion of the analysis even when approximations are involved. On the

other hand, sparse analysis with approximated def-use chains may

lose precision, which becomes evident in Section 2.8.

2.7 Sparse Abstract Semantic Function
Using data dependency, we can make abstract semantic function

sparse, which propagates between control points only the abstract

values that participate in the fixpoint computation. Sparse abstract

function F̂s, whose definition is given below, is the same as the

original except that it propagates abstract values along to the data

dependency, not along to control flows:

F̂s(X̂) = λc ∈ C.f̂c(
�

c� l�c

X̂(c�)|l).

As this definition is only different in that it is defined over data

dependency (�), we can reuse abstract semantic function f̂c, and

its soundness result, from the original analysis design.

The following lemma states that the analysis result with sparse

abstract semantic function is the same as the one of original analy-

sis.

Lemma 1 (Correctness). Let S and Ss be lfpF̂ and lfpF̂s. Then,

∀c ∈ C.∀l ∈ D(c).Ss(c)(l) = S(c)(l).
The lemma guarantees that the sparse analysis result is identical to

the original result only up to the entries that are defined in every

control point. This is fair since the sparse analysis result does not

contain the entries unnecessary for its computation.

2.8 Sparse Analysis with Approximated Data Dependency
Sparse analysis designed until Section 2.7 might not be practical

since we can decide definition set D and use set U only with the

original fixpoint lfpF̂ computed.

To design a practical sparse analysis, we can approximate data

dependency using approximated definition set D̂ and use set Û (D̂
and Û are arbitrary sets that respect some properties in Definition

5).

Definition 4 (Approximated Data Dependency). Approximated

data dependency is ternary relation �a⊆ C × L̂ × C defined as

follows:

c0
l�a cn � ∃c0 . . . cn ∈ Paths, l ∈ L̂.

l ∈ D̂(c0) ∩ Û(cn) ∧ ∀i ∈ (0, n).l �∈ D̂(ci)

The definition is the same except that it is defined over D̂ and

Û. The derived sparse analysis is to compute the fixpoint of the

following abstract semantic function:

F̂a(X̂) = λc ∈ C.f̂c(
�

c� l�ac

X̂(c�)|l).

One thing to note is that not all D̂ and Û make the derived

sparse analysis compute the same result as the original. First,

both D̂(c) and Û(c) at each control point should be an over-

approximation of D(c) and U(c), respectively (we can easily show

that the analysis computes different result if one of them is an

under-approximation). Next, all spurious definitions that are in-

cluded in D̂ but not in D should be also included in Û. The follow-

ing example illustrates what happens when there exists an abstract

location which is a spurious definition but is not included in the

approximated use set.

Example 4. Consider the same program presented in Example 1.

except that we now suppose the points-to set of pointer p being {y}.

Then, definition set and use set at each control point are as follows:

D(10�) = {x} U(10�) = ∅
D(11�) = {y} U(11�) = {p}
D(12�) = {y} U(12�) = {x}.

Note that U(11) does not contain D(11) because of strong update.

The following is one example of unsafe approximation.

D̂(10�) = {x} Û(10�) = ∅
D̂(11�) = {x, y} Û(11�) = {p}
D̂(12�) = {y} Û(12�) = {x}.

This approximation is unsafe because spurious definition {x} at

control point 11� is not included in approximated use set Û( 11�).
With this approximation, abstract value of x at 10� is not propagated

to 12�, while it is propagated in the original analysis ( 10� x� 12�, but

10� � x�a 12�). However, if {x} ⊆ Û( 11�), then the abstract value
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Note that U( 11�) contains D( 11�) because of the weak update (
w�→):

the semantics of weak update ŝ[l
w�→ v] = ŝ[l �→ ŝ(l) � v] is

defined to use the target location l. This implicit use information,

which does not explicitly appear in the program text, is naturally

captured by following the semantics.

2.6 Data Dependencies
Once identifying definition and use sets at each control point, we

can discover data dependencies of abstract semantic function F̂
between two control points. Intuitively, if the abstract value of

abstract location l defined at control point c0 is used at control

point cn, there is a data dependency between c0 and cn on l. Formal

definition of data dependency is given below:

Definition 3 (Data dependency). Data dependency is ternary rela-

tion �⊆ C× L̂× C defined as follows:

c0
l� cn � ∃c0 . . . cn ∈ Paths, l ∈ L̂.

l ∈ D(c0) ∩ U(cn) ∧ ∀i ∈ (0, n).l �∈ D(ci)

The definition means that if there exists a path from control point c0
to cn, a value of abstract location l can be defined at c0 and used at

cn, and there is no intermediate control point ci that may change the

value of l, then a data dependency exists between control points c0
and cn on location l. One might wonder why the data dependency

excludes not only a path that always kills the definition but also a

path that might, but not always, kill the definition. In the latter case,

the definition that might be killed is, by Definition 2, included in the

use set of the definition point.

Example 2. In the program presented in Example 1, we can find

two data dependencies, 10� x� 11� and 11� x� 12�.

Comparison with Def-use Chains Our notion of data depen-

dency is different from the conventional notion of def-use chains. If

we want to conservatively collect all the possible def-use chains, we

should exclude only the paths from definition points to use points

when there exists a point that always kills the definition. We can

slightly modify Definition 3 to express def-use chain relation �du

as follows:

c0
l�du cn � ∃c0 . . . cn ∈ Paths, l ∈ L̂.

l ∈ D(c0) ∩ U(cn) ∧ ∀i ∈ (0, n).l �∈ Dalways(ci)

where Dalways(c) denotes the set of abstract locations that are al-

ways killed at control point c.

Example 3. We can find three def-use chains, 10� x�du 11�, 10� x�du

12�, and 11� x�du 12� in Example 1.

The reason why we use our notion of data dependencies instead

of def-use chains is that our data dependencies preserve the preci-

sion of the analysis even when approximations are involved. On the

other hand, sparse analysis with approximated def-use chains may

lose precision, which becomes evident in Section 2.8.

2.7 Sparse Abstract Semantic Function
Using data dependency, we can make abstract semantic function

sparse, which propagates between control points only the abstract

values that participate in the fixpoint computation. Sparse abstract

function F̂s, whose definition is given below, is the same as the

original except that it propagates abstract values along to the data

dependency, not along to control flows:

F̂s(X̂) = λc ∈ C.f̂c(
�

c� l�c

X̂(c�)|l).

As this definition is only different in that it is defined over data

dependency (�), we can reuse abstract semantic function f̂c, and

its soundness result, from the original analysis design.

The following lemma states that the analysis result with sparse

abstract semantic function is the same as the one of original analy-

sis.

Lemma 1 (Correctness). Let S and Ss be lfpF̂ and lfpF̂s. Then,

∀c ∈ C.∀l ∈ D(c).Ss(c)(l) = S(c)(l).
The lemma guarantees that the sparse analysis result is identical to

the original result only up to the entries that are defined in every

control point. This is fair since the sparse analysis result does not

contain the entries unnecessary for its computation.

2.8 Sparse Analysis with Approximated Data Dependency
Sparse analysis designed until Section 2.7 might not be practical

since we can decide definition set D and use set U only with the

original fixpoint lfpF̂ computed.

To design a practical sparse analysis, we can approximate data

dependency using approximated definition set D̂ and use set Û (D̂
and Û are arbitrary sets that respect some properties in Definition

5).

Definition 4 (Approximated Data Dependency). Approximated

data dependency is ternary relation �a⊆ C × L̂ × C defined as

follows:

c0
l�a cn � ∃c0 . . . cn ∈ Paths, l ∈ L̂.

l ∈ D̂(c0) ∩ Û(cn) ∧ ∀i ∈ (0, n).l �∈ D̂(ci)

The definition is the same except that it is defined over D̂ and

Û. The derived sparse analysis is to compute the fixpoint of the

following abstract semantic function:

F̂a(X̂) = λc ∈ C.f̂c(
�

c� l�ac

X̂(c�)|l).

One thing to note is that not all D̂ and Û make the derived

sparse analysis compute the same result as the original. First,

both D̂(c) and Û(c) at each control point should be an over-

approximation of D(c) and U(c), respectively (we can easily show

that the analysis computes different result if one of them is an

under-approximation). Next, all spurious definitions that are in-

cluded in D̂ but not in D should be also included in Û. The follow-

ing example illustrates what happens when there exists an abstract

location which is a spurious definition but is not included in the

approximated use set.

Example 4. Consider the same program presented in Example 1.

except that we now suppose the points-to set of pointer p being {y}.

Then, definition set and use set at each control point are as follows:

D(10�) = {x} U(10�) = ∅
D(11�) = {y} U(11�) = {p}
D(12�) = {y} U(12�) = {x}.

Note that U(11) does not contain D(11) because of strong update.

The following is one example of unsafe approximation.

D̂(10�) = {x} Û(10�) = ∅
D̂(11�) = {x, y} Û(11�) = {p}
D̂(12�) = {y} Û(12�) = {x}.

This approximation is unsafe because spurious definition {x} at

control point 11� is not included in approximated use set Û( 11�).
With this approximation, abstract value of x at 10� is not propagated

to 12�, while it is propagated in the original analysis ( 10� x� 12�, but

10� � x�a 12�). However, if {x} ⊆ Û( 11�), then the abstract value
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l
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Preserving

Def-Use Sets

2. Sparse Analysis Framework
2.1 Notation
Given function f ∈ A → B, we write f |C for the restriction

of function f to the domain dom(f) ∩ C. We write f\C for the

restriction of f to the domain dom(f)− C. We abuse the notation

f |a and f\a for the domain restrictions on singleton set {a}. We

write f [a �→ b] for the function got from function f by changing

the value for a to b. We write f [a1 �→ b1, · · · , an �→ bn] for

f [a1 �→ b1] · · · [an �→ bn]. We write f [{a1, · · · , an} w�→ b] for

f [a1 �→ f(a1) � b, · · · , an �→ f(an) � b] (weak update).

2.2 Program
A program is a tuple �C, �→� where C is a finite set of con-

trol points and �→⊆ C × C is a relation that denotes control

flows of the program; c� �→ c indicates that c is a next control

point of c�. Each control point is associated with a command, de-

noted cmd(c). A path p = p0p1 . . . pn is a sequence of control

points such that p0 �→ p1 �→ · · · �→ pn. We write Paths =
lfpλP.{c0c1 | c0 �→ c1}∪{p0 . . . pnc | p ∈ P ∧ pn �→ c} for the

set of all paths in the program.

Collecting Semantics Collecting semantics of program P is an

invariant [[P ]] ∈ C → 2S that represents a set of reachable states

at each control point, where the concrete domain of states, S =
L → V, maps concrete locations (L) to concrete values (V).

The collecting semantics is characterized by the least fixpoint of

semantic function F ∈ (C → 2S) → (C → 2S) such that,

F (X) = λc ∈ C.fc(
�

c��→c

X(c�)). (1)

where fc ∈ 2S → 2S is a semantic function at control point c.

Because our framework is independent from target languages, we

leave out the definition of the concrete semantic function fc.

2.3 Baseline Abstraction
We abstract the collecting semantics of program P by the following

Galois connection

C → 2S −−→←−−
α

γ
C → Ŝ (2)

where α and γ are pointwise liftings of abstract and concretization

function αS and γS (such that 2S −−−→←−−−
αS

γS Ŝ), respectively.

We consider a particular, yet general, family of abstract domains

where abstract state Ŝ is map L̂ → V̂ where L̂ is a finite set of

abstract locations, and V̂ is a (potentially infinite) set of abstract

values. All non-relational abstract domains, such as intervals [9],

are members of this family. Furthermore, the family covers some

numerical, relational domains. Practical relational analyses exploit

packed relationality [4, 13, 34, 43]; the abstract domain is of form

Packs → R̂ where Packs is a set of variable groups selected to be

related together. R̂ denotes numerical constraints among variables

in those groups. In such packed relational analysis, each variable

pack is treated as an abstract location (L̂) and numerical constraints

amount to abstract values (V̂). Examples of the numerical con-

straints are domain of octagons [34] and polyhedrons [12]. In prac-

tice, relational analyses are necessarily packed relational [4, 13]

because of otherwise unacceptable costs.

Abstract semantics is characterized as a least fixpoint of abstract

semantic function F̂ ∈ (C → Ŝ) → (C → Ŝ) defined as,

F̂ (X̂) = λc ∈ C.f̂c(
�

c��→c

X̂(c�)). (3)

where f̂c ∈ Ŝ → Ŝ is a monotone abstract semantic function for

control point c. We assume that F̂ is sound with respect to F , i.e.,

α◦F � F̂ ◦α, then the soundness of abstract semantics is followed

by the fixpoint transfer theorem [11].

2.4 Sparse Analysis by Eliminating Unnecessary Propagation
The abstract semantic function given in (3) propagates some ab-

stract values unnecessarily. For example, suppose that we analyze

statement x := y using a non-relational domain, like interval do-

main [9]. We know for sure that the abstract semantic function for

the statement defines a new abstract value only at variable x and

uses only the abstract value of variable y. Thus, it is unnecessary to

propagate the whole abstract states. However, the function given in

(3) blindly propagates the whole abstract states of all predecessors

c� to control point c.

To make the analysis sparse, we need to eliminate this un-

necessary propagation by making the semantic function propagate

abstract values along data dependency, not control flows; that is,

we make the semantic function propagate only the abstract values

newly computed at one control point to the other where they are

actually used. In the rest of this section, we explain how to make

abstract semantic function (3) sparse while preserving its precision

and soundness.

2.5 Definition and Use Set
We first need to precisely define what are “definitions” and “uses”.

They are defined in terms of abstract semantics, i.e., abstract se-

mantic function f̂c, not concrete semantics.

Definition 1 (Definition set). Let S be the least fixpoint lfpF̂ of the
original semantic function F̂ . Definition set D(c) at control point c
is a set of abstract locations that are assigned a new abstract value
by abstract semantic function f̂c, i.e.

D(c) � {l ∈ L̂ | ∃ŝ �
�

c��→c

(fixF̂ )(c�).f̂c(ŝ)(l) �= ŝ(l)}.

Definition 2 (Use set). Let S be the least fixpoint lfpF̂ of the
original semantic function F̂ . Use set U(c) at control point c is a
set of abstract locations that are used by abstract semantic function
f̂c, i.e.

U(c) � {l ∈ L̂ | ∃ŝ �
�

c��→c

(fixF̂ )(c�).f̂c(ŝ)|D(c) �= f̂c(ŝ\l)|D(c)}.

Example 1. Consider the following simple subset of C:

cmd → x := e | ∗x := e
e → x | &x | ∗x.

The meaning of each statement and each expression is fairly stan-
dard. We design a pointer analysis for this as follows:

ŝ ∈ Ŝ = Var → 2Var

f̂c(ŝ) =






ŝ[x �→ Ê(e)(ŝ)] cmd(c) = x := e
ŝ[y �→ Ê(e)(ŝ)] cmd(c) = ∗x := e

and ŝ(x) = {y}
ŝ[ŝ(x)

w�→ Ê(e)(ŝ)] cmd(c) = ∗x := e

Ê(e)(ŝ) =






ŝ(x) e = x
{x} e = &x�

y∈ŝ(x) ŝ(y) e = ∗x

Now suppose that we analyze program 10�x := &y; 11�∗p := &z;
12�y := x; (superscripts are control points). Suppose that points-
to set of pointer p is {x, y} at control point 11� according to the
fixpoint. Definition set and use set at each control point are as
follows.

D(10�) = {x} U(10�) = ∅
D(11�) = {x, y} U(11�) = {p, x, y}
D(12�) = {y} U(12�) = {x}

2. Sparse Analysis Framework
2.1 Notation
Given function f ∈ A → B, we write f |C for the restriction

of function f to the domain dom(f) ∩ C. We write f\C for the

restriction of f to the domain dom(f)− C. We abuse the notation

f |a and f\a for the domain restrictions on singleton set {a}. We

write f [a �→ b] for the function got from function f by changing

the value for a to b. We write f [a1 �→ b1, · · · , an �→ bn] for

f [a1 �→ b1] · · · [an �→ bn]. We write f [{a1, · · · , an} w�→ b] for

f [a1 �→ f(a1) � b, · · · , an �→ f(an) � b] (weak update).

2.2 Program
A program is a tuple �C, �→� where C is a finite set of con-

trol points and �→⊆ C × C is a relation that denotes control

flows of the program; c� �→ c indicates that c is a next control

point of c�. Each control point is associated with a command, de-

noted cmd(c). A path p = p0p1 . . . pn is a sequence of control

points such that p0 �→ p1 �→ · · · �→ pn. We write Paths =
lfpλP.{c0c1 | c0 �→ c1}∪{p0 . . . pnc | p ∈ P ∧ pn �→ c} for the

set of all paths in the program.

Collecting Semantics Collecting semantics of program P is an

invariant [[P ]] ∈ C → 2S that represents a set of reachable states

at each control point, where the concrete domain of states, S =
L → V, maps concrete locations (L) to concrete values (V).

The collecting semantics is characterized by the least fixpoint of

semantic function F ∈ (C → 2S) → (C → 2S) such that,

F (X) = λc ∈ C.fc(
�

c��→c

X(c�)). (1)

where fc ∈ 2S → 2S is a semantic function at control point c.

Because our framework is independent from target languages, we

leave out the definition of the concrete semantic function fc.

2.3 Baseline Abstraction
We abstract the collecting semantics of program P by the following

Galois connection

C → 2S −−→←−−
α

γ
C → Ŝ (2)

where α and γ are pointwise liftings of abstract and concretization

function αS and γS (such that 2S −−−→←−−−
αS

γS Ŝ), respectively.

We consider a particular, yet general, family of abstract domains

where abstract state Ŝ is map L̂ → V̂ where L̂ is a finite set of

abstract locations, and V̂ is a (potentially infinite) set of abstract

values. All non-relational abstract domains, such as intervals [9],

are members of this family. Furthermore, the family covers some

numerical, relational domains. Practical relational analyses exploit

packed relationality [4, 13, 34, 43]; the abstract domain is of form

Packs → R̂ where Packs is a set of variable groups selected to be

related together. R̂ denotes numerical constraints among variables

in those groups. In such packed relational analysis, each variable

pack is treated as an abstract location (L̂) and numerical constraints

amount to abstract values (V̂). Examples of the numerical con-

straints are domain of octagons [34] and polyhedrons [12]. In prac-

tice, relational analyses are necessarily packed relational [4, 13]

because of otherwise unacceptable costs.

Abstract semantics is characterized as a least fixpoint of abstract

semantic function F̂ ∈ (C → Ŝ) → (C → Ŝ) defined as,

F̂ (X̂) = λc ∈ C.f̂c(
�

c��→c

X̂(c�)). (3)

where f̂c ∈ Ŝ → Ŝ is a monotone abstract semantic function for

control point c. We assume that F̂ is sound with respect to F , i.e.,

α◦F � F̂ ◦α, then the soundness of abstract semantics is followed

by the fixpoint transfer theorem [11].

2.4 Sparse Analysis by Eliminating Unnecessary Propagation
The abstract semantic function given in (3) propagates some ab-

stract values unnecessarily. For example, suppose that we analyze

statement x := y using a non-relational domain, like interval do-

main [9]. We know for sure that the abstract semantic function for

the statement defines a new abstract value only at variable x and

uses only the abstract value of variable y. Thus, it is unnecessary to

propagate the whole abstract states. However, the function given in

(3) blindly propagates the whole abstract states of all predecessors

c� to control point c.

To make the analysis sparse, we need to eliminate this un-

necessary propagation by making the semantic function propagate

abstract values along data dependency, not control flows; that is,

we make the semantic function propagate only the abstract values

newly computed at one control point to the other where they are

actually used. In the rest of this section, we explain how to make

abstract semantic function (3) sparse while preserving its precision

and soundness.

2.5 Definition and Use Set
We first need to precisely define what are “definitions” and “uses”.

They are defined in terms of abstract semantics, i.e., abstract se-

mantic function f̂c, not concrete semantics.

Definition 1 (Definition set). Let S be the least fixpoint lfpF̂ of the
original semantic function F̂ . Definition set D(c) at control point c
is a set of abstract locations that are assigned a new abstract value
by abstract semantic function f̂c, i.e.

D(c) � {l ∈ L̂ | ∃ŝ �
�

c��→c

(fixF̂ )(c�).f̂c(ŝ)(l) �= ŝ(l)}.

Definition 2 (Use set). Let S be the least fixpoint lfpF̂ of the
original semantic function F̂ . Use set U(c) at control point c is a
set of abstract locations that are used by abstract semantic function
f̂c, i.e.

U(c) � {l ∈ L̂ | ∃ŝ �
�

c��→c

(fixF̂ )(c�).f̂c(ŝ)|D(c) �= f̂c(ŝ\l)|D(c)}.

Example 1. Consider the following simple subset of C:

cmd → x := e | ∗x := e
e → x | &x | ∗x.

The meaning of each statement and each expression is fairly stan-
dard. We design a pointer analysis for this as follows:

ŝ ∈ Ŝ = Var → 2Var

f̂c(ŝ) =






ŝ[x �→ Ê(e)(ŝ)] cmd(c) = x := e
ŝ[y �→ Ê(e)(ŝ)] cmd(c) = ∗x := e

and ŝ(x) = {y}
ŝ[ŝ(x)

w�→ Ê(e)(ŝ)] cmd(c) = ∗x := e

Ê(e)(ŝ) =






ŝ(x) e = x
{x} e = &x�

y∈ŝ(x) ŝ(y) e = ∗x

Now suppose that we analyze program 10�x := &y; 11�∗p := &z;
12�y := x; (superscripts are control points). Suppose that points-
to set of pointer p is {x, y} at control point 11� according to the
fixpoint. Definition set and use set at each control point are as
follows.

D(10�) = {x} U(10�) = ∅
D(11�) = {x, y} U(11�) = {p, x, y}
D(12�) = {y} U(12�) = {x}

Note that U( 11�) contains D( 11�) because of the weak update (
w�→):

the semantics of weak update ŝ[l
w�→ v] = ŝ[l �→ ŝ(l) � v] is

defined to use the target location l. This implicit use information,

which does not explicitly appear in the program text, is naturally

captured by following the semantics.

2.6 Data Dependencies
Once identifying definition and use sets at each control point, we

can discover data dependencies of abstract semantic function F̂
between two control points. Intuitively, if the abstract value of

abstract location l defined at control point c0 is used at control

point cn, there is a data dependency between c0 and cn on l. Formal

definition of data dependency is given below:

Definition 3 (Data dependency). Data dependency is ternary rela-

tion �⊆ C× L̂× C defined as follows:

c0
l� cn � ∃c0 . . . cn ∈ Paths, l ∈ L̂.

l ∈ D(c0) ∩ U(cn) ∧ ∀i ∈ (0, n).l �∈ D(ci)

The definition means that if there exists a path from control point c0
to cn, a value of abstract location l can be defined at c0 and used at

cn, and there is no intermediate control point ci that may change the

value of l, then a data dependency exists between control points c0
and cn on location l. One might wonder why the data dependency

excludes not only a path that always kills the definition but also a

path that might, but not always, kill the definition. In the latter case,

the definition that might be killed is, by Definition 2, included in the

use set of the definition point.

Example 2. In the program presented in Example 1, we can find

two data dependencies, 10� x� 11� and 11� x� 12�.

Comparison with Def-use Chains Our notion of data depen-

dency is different from the conventional notion of def-use chains. If

we want to conservatively collect all the possible def-use chains, we

should exclude only the paths from definition points to use points

when there exists a point that always kills the definition. We can

slightly modify Definition 3 to express def-use chain relation �du

as follows:

c0
l�du cn � ∃c0 . . . cn ∈ Paths, l ∈ L̂.

l ∈ D(c0) ∩ U(cn) ∧ ∀i ∈ (0, n).l �∈ Dalways(ci)

where Dalways(c) denotes the set of abstract locations that are al-

ways killed at control point c.

Example 3. We can find three def-use chains, 10� x�du 11�, 10� x�du

12�, and 11� x�du 12� in Example 1.

The reason why we use our notion of data dependencies instead

of def-use chains is that our data dependencies preserve the preci-

sion of the analysis even when approximations are involved. On the

other hand, sparse analysis with approximated def-use chains may

lose precision, which becomes evident in Section 2.8.

2.7 Sparse Abstract Semantic Function
Using data dependency, we can make abstract semantic function

sparse, which propagates between control points only the abstract

values that participate in the fixpoint computation. Sparse abstract

function F̂s, whose definition is given below, is the same as the

original except that it propagates abstract values along to the data

dependency, not along to control flows:

F̂s(X̂) = λc ∈ C.f̂c(
�

c� l�c

X̂(c�)|l).

As this definition is only different in that it is defined over data

dependency (�), we can reuse abstract semantic function f̂c, and

its soundness result, from the original analysis design.

The following lemma states that the analysis result with sparse

abstract semantic function is the same as the one of original analy-

sis.

Lemma 1 (Correctness). Let S and Ss be lfpF̂ and lfpF̂s. Then,

∀c ∈ C.∀l ∈ D(c).Ss(c)(l) = S(c)(l).
The lemma guarantees that the sparse analysis result is identical to

the original result only up to the entries that are defined in every

control point. This is fair since the sparse analysis result does not

contain the entries unnecessary for its computation.

2.8 Sparse Analysis with Approximated Data Dependency
Sparse analysis designed until Section 2.7 might not be practical

since we can decide definition set D and use set U only with the

original fixpoint lfpF̂ computed.

To design a practical sparse analysis, we can approximate data

dependency using approximated definition set D̂ and use set Û (D̂
and Û are arbitrary sets that respect some properties in Definition

5).

Definition 4 (Approximated Data Dependency). Approximated

data dependency is ternary relation �a⊆ C × L̂ × C defined as

follows:

c0
l�a cn � ∃c0 . . . cn ∈ Paths, l ∈ L̂.

l ∈ D̂(c0) ∩ Û(cn) ∧ ∀i ∈ (0, n).l �∈ D̂(ci)

The definition is the same except that it is defined over D̂ and

Û. The derived sparse analysis is to compute the fixpoint of the

following abstract semantic function:

F̂a(X̂) = λc ∈ C.f̂c(
�

c� l�ac

X̂(c�)|l).

One thing to note is that not all D̂ and Û make the derived

sparse analysis compute the same result as the original. First,

both D̂(c) and Û(c) at each control point should be an over-

approximation of D(c) and U(c), respectively (we can easily show

that the analysis computes different result if one of them is an

under-approximation). Next, all spurious definitions that are in-

cluded in D̂ but not in D should be also included in Û. The follow-

ing example illustrates what happens when there exists an abstract

location which is a spurious definition but is not included in the

approximated use set.

Example 4. Consider the same program presented in Example 1.

except that we now suppose the points-to set of pointer p being {y}.

Then, definition set and use set at each control point are as follows:

D(10�) = {x} U(10�) = ∅
D(11�) = {y} U(11�) = {p}
D(12�) = {y} U(12�) = {x}.

Note that U(11) does not contain D(11) because of strong update.

The following is one example of unsafe approximation.

D̂(10�) = {x} Û(10�) = ∅
D̂(11�) = {x, y} Û(11�) = {p}
D̂(12�) = {y} Û(12�) = {x}.

This approximation is unsafe because spurious definition {x} at

control point 11� is not included in approximated use set Û( 11�).
With this approximation, abstract value of x at 10� is not propagated

to 12�, while it is propagated in the original analysis ( 10� x� 12�, but

10� � x�a 12�). However, if {x} ⊆ Û( 11�), then the abstract value
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실현가능한 스파스 분석

Realizable Data Dependency

Note that U( 11�) contains D( 11�) because of the weak update (
w�→):

the semantics of weak update ŝ[l
w�→ v] = ŝ[l �→ ŝ(l) � v] is

defined to use the target location l. This implicit use information,

which does not explicitly appear in the program text, is naturally

captured by following the semantics.

2.6 Data Dependencies
Once identifying definition and use sets at each control point, we

can discover data dependencies of abstract semantic function F̂
between two control points. Intuitively, if the abstract value of

abstract location l defined at control point c0 is used at control

point cn, there is a data dependency between c0 and cn on l. Formal

definition of data dependency is given below:

Definition 3 (Data dependency). Data dependency is ternary rela-

tion �⊆ C× L̂× C defined as follows:

c0
l� cn � ∃c0 . . . cn ∈ Paths, l ∈ L̂.

l ∈ D(c0) ∩ U(cn) ∧ ∀i ∈ (0, n).l �∈ D(ci)

The definition means that if there exists a path from control point c0
to cn, a value of abstract location l can be defined at c0 and used at

cn, and there is no intermediate control point ci that may change the

value of l, then a data dependency exists between control points c0
and cn on location l. One might wonder why the data dependency

excludes not only a path that always kills the definition but also a

path that might, but not always, kill the definition. In the latter case,

the definition that might be killed is, by Definition 2, included in the

use set of the definition point.

Example 2. In the program presented in Example 1, we can find

two data dependencies, 10� x� 11� and 11� x� 12�.

Comparison with Def-use Chains Our notion of data depen-

dency is different from the conventional notion of def-use chains. If

we want to conservatively collect all the possible def-use chains, we

should exclude only the paths from definition points to use points

when there exists a point that always kills the definition. We can

slightly modify Definition 3 to express def-use chain relation �du

as follows:

c0
l�du cn � ∃c0 . . . cn ∈ Paths, l ∈ L̂.

l ∈ D(c0) ∩ U(cn) ∧ ∀i ∈ (0, n).l �∈ Dalways(ci)

where Dalways(c) denotes the set of abstract locations that are al-

ways killed at control point c.

Example 3. We can find three def-use chains, 10� x�du 11�, 10� x�du

12�, and 11� x�du 12� in Example 1.

The reason why we use our notion of data dependencies instead

of def-use chains is that our data dependencies preserve the preci-

sion of the analysis even when approximations are involved. On the

other hand, sparse analysis with approximated def-use chains may

lose precision, which becomes evident in Section 2.8.

2.7 Sparse Abstract Semantic Function
Using data dependency, we can make abstract semantic function

sparse, which propagates between control points only the abstract

values that participate in the fixpoint computation. Sparse abstract

function F̂s, whose definition is given below, is the same as the

original except that it propagates abstract values along to the data

dependency, not along to control flows:

F̂s(X̂) = λc ∈ C.f̂c(
�

c� l�c

X̂(c�)|l).

As this definition is only different in that it is defined over data

dependency (�), we can reuse abstract semantic function f̂c, and

its soundness result, from the original analysis design.

The following lemma states that the analysis result with sparse

abstract semantic function is the same as the one of original analy-

sis.

Lemma 1 (Correctness). Let S and Ss be lfpF̂ and lfpF̂s. Then,

∀c ∈ C.∀l ∈ D(c).Ss(c)(l) = S(c)(l).
The lemma guarantees that the sparse analysis result is identical to

the original result only up to the entries that are defined in every

control point. This is fair since the sparse analysis result does not

contain the entries unnecessary for its computation.

2.8 Sparse Analysis with Approximated Data Dependency
Sparse analysis designed until Section 2.7 might not be practical

since we can decide definition set D and use set U only with the

original fixpoint lfpF̂ computed.

To design a practical sparse analysis, we can approximate data

dependency using approximated definition set D̂ and use set Û (D̂
and Û are arbitrary sets that respect some properties in Definition

5).

Definition 4 (Approximated Data Dependency). Approximated

data dependency is ternary relation �a⊆ C × L̂ × C defined as

follows:

c0
l�a cn � ∃c0 . . . cn ∈ Paths, l ∈ L̂.

l ∈ D̂(c0) ∩ Û(cn) ∧ ∀i ∈ (0, n).l �∈ D̂(ci)

The definition is the same except that it is defined over D̂ and

Û. The derived sparse analysis is to compute the fixpoint of the

following abstract semantic function:

F̂a(X̂) = λc ∈ C.f̂c(
�

c� l�ac

X̂(c�)|l).

One thing to note is that not all D̂ and Û make the derived

sparse analysis compute the same result as the original. First,

both D̂(c) and Û(c) at each control point should be an over-

approximation of D(c) and U(c), respectively (we can easily show

that the analysis computes different result if one of them is an

under-approximation). Next, all spurious definitions that are in-

cluded in D̂ but not in D should be also included in Û. The follow-

ing example illustrates what happens when there exists an abstract

location which is a spurious definition but is not included in the

approximated use set.

Example 4. Consider the same program presented in Example 1.

except that we now suppose the points-to set of pointer p being {y}.

Then, definition set and use set at each control point are as follows:

D(10�) = {x} U(10�) = ∅
D(11�) = {y} U(11�) = {p}
D(12�) = {y} U(12�) = {x}.

Note that U(11) does not contain D(11) because of strong update.

The following is one example of unsafe approximation.

D̂(10�) = {x} Û(10�) = ∅
D̂(11�) = {x, y} Û(11�) = {p}
D̂(12�) = {y} Û(12�) = {x}.

This approximation is unsafe because spurious definition {x} at

control point 11� is not included in approximated use set Û( 11�).
With this approximation, abstract value of x at 10� is not propagated

to 12�, while it is propagated in the original analysis ( 10� x� 12�, but

10� � x�a 12�). However, if {x} ⊆ Û( 11�), then the abstract value

Preserving

If the following two conditions hold

still
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• 실제를 모두 포섭

• 어림잡은 가짜 definition들을 특별히 처리

이 만족해야 하는 조건
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x = &y *p = &z y = x
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Approx. Use
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Program LOC Non-sparse Sparse Spd↑ Mem↓
Time Mem Time Mem

gzip-1.2.4a 7 K 772 240 3 63 257 x 74 %

bc-1.06 13 K 1,270 276 7 75 181 x 73 %

less-382 23 K 9,561 1,113 33 127 289 x 86 %

make-3.76.1 27 K 24,240 1,391 21 114 1,154 x 92 %

wget-1.9 35 K 44,092 2,546 11 85 4,008 x 97 %

a2ps-4.14 64 K ∞ N/A 40 353 N/A N/A

sendmail-8.13.6 130 K ∞ N/A 744 678 N/A N/A

nethack-3.3.0 211 K ∞ N/A 16,373 5,298 N/A N/A

emacs-22.1 399 K ∞ N/A 37,830 7,795 N/A N/A

python-2.5.1 435 K ∞ N/A 11,039 5,535 N/A N/A

linux-3.0 710 K ∞ N/A 33,618 20,529 N/A N/A

gimp-2.6 959 K ∞ N/A 3,874 3,602 N/A N/A

ghostscript-9.00 1,363 K ∞ N/A 14,814 6,384 N/A N/A

Table 1.1: Effectiveness of the proposed techniques on various open-source bench-

marks: time (in seconds) and peak memory consumption (in megabytes) of the

baseline analyzer (AiracBase) and its localized version (AiracLocal). ∞ means the

analysis ran out of time (exceeded 24 hour time limit). Spd↑ is the speed-up

of AiracLocal over AiracBase. Mem↓ shows the memory savings of AiracLocal over

AiracBase. All experiments were done on a Linux 2.6 system running on a single

core of Intel 3.07 GHz box with 24 GB of main memory.

4
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Program LOC Non-sparse Sparse Spd↑ Mem↓
Time Mem Time Mem

gzip-1.2.4a 7 K 772 240 3 63 257 x 74 %

bc-1.06 13 K 1,270 276 7 75 181 x 73 %

less-382 23 K 9,561 1,113 33 127 289 x 86 %

make-3.76.1 27 K 24,240 1,391 21 114 1,154 x 92 %

wget-1.9 35 K 44,092 2,546 11 85 4,008 x 97 %

a2ps-4.14 64 K ∞ N/A 40 353 N/A N/A

sendmail-8.13.6 130 K ∞ N/A 744 678 N/A N/A

nethack-3.3.0 211 K ∞ N/A 16,373 5,298 N/A N/A

emacs-22.1 399 K ∞ N/A 37,830 7,795 N/A N/A

python-2.5.1 435 K ∞ N/A 11,039 5,535 N/A N/A

linux-3.0 710 K ∞ N/A 33,618 20,529 N/A N/A

gimp-2.6 959 K ∞ N/A 3,874 3,602 N/A N/A

ghostscript-9.00 1,363 K ∞ N/A 14,814 6,384 N/A N/A

Table 1.1: Effectiveness of the proposed techniques on various open-source bench-

marks: time (in seconds) and peak memory consumption (in megabytes) of the

baseline analyzer (AiracBase) and its localized version (AiracLocal). ∞ means the

analysis ran out of time (exceeded 24 hour time limit). Spd↑ is the speed-up

of AiracLocal over AiracBase. Mem↓ shows the memory savings of AiracLocal over

AiracBase. All experiments were done on a Linux 2.6 system running on a single

core of Intel 3.07 GHz box with 24 GB of main memory.
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Program LOC Non-sparse Sparse Spd↑ Mem↓
Time Mem Time Mem

gzip-1.2.4a 7 K 2,078 2,832 21 269 98 x 91 %
bc-1.06 13 K 9,536 6,987 55 358 173 x 95 %
tar-1.13 20 K ∞ N/A 188 526 N/A N/A
less-382 23 K ∞ N/A 432 458 N/A N/A
make-3.76.1 27 K ∞ N/A 331 666 N/A N/A
wget-1.9 35 K ∞ N/A 288 646 N/A N/A
screen-4.0.2 45 K ∞ N/A 16,433 9,199 N/A N/A
a2ps-4.14 64 K ∞ N/A 8,546 1,996 N/A N/A
sendmail-8.13.6 130 K ∞ N/A 64,808 29,658 N/A N/A
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마무리
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• 요약해석으로 베이스라인 분석을 디자인

• sound, precise, unscalable

• 스파스 분석으로 변환

• scalable, preserving soundness & precision

안전성과 정확성을 유지하면서 대형 
프로그램을 고속 분석하는 방법



진행중, 향후 계획

• 프레임웍 확장

• 실행과정 분할(trace partitioning), 함수형/
OOP 지원

• 스파스 분석 생성기

• 요약공간/실행함수 정의로부터 스파스 분석 
자동 생성
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Thank you


