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Abstract—It is crucial to maximize targeting efficiency and customer satisfaction in personalized marketing. State-of-the-art

techniques for targeting focus on the optimization of individual campaigns. Our motivation is the belief that the effectiveness of a

campaign with respect to a customer is affected by how many precedent campaigns have been recently delivered to the customer. We

raise the multiple recommendation problem, which occurs when performing several personalized campaigns simultaneously. We

formulate the multicampaign assignment problem to solve this issue and propose algorithms for the problem. The algorithms include

dynamic programming and efficient heuristic methods. We verify by experiments the effectiveness of the problem formulation and the

proposed algorithms.

Index Terms—Personalized marketing, multicampaign assignment, dynamic programming, heuristic algorithms.
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1 INTRODUCTION

CUSTOMER relationship management (CRM) [12] is crucial
in acquiring and maintaining loyal customers. To

maximize revenue and customer satisfaction, companies
try to provide personalized services for customers. A
representative effort is one-to-one marketing [30]. The fast
development of Internet and mobile communication has
enhanced the market for one-to-one marketing. A persona-
lized campaign targets the most attractive customers with
respect to the subject of the campaign. It helps boost
customers’ loyalty by providing the most attractive contents
to each customer or by locating the most appropriate set of
customers for an arbitrary advertisement [10]. So, it is
important to predict customer preferences for campaigns.
This is another independent research area. A survey for
recommender systems in e-commerce was given in [32], [21].

So far, targeting has focused on individual campaigns. In
a single campaign, the preference prediction is the most
important for marketing efficiency. Collaborative filtering1

(CF) [15], [31] and various data mining techniques [9], [14],
[19], including clustering [22] and the nearest-neighbor
algorithm [13], are used to predict customer preferences for
a campaign [6]. Since, especially, CF is fast and simple, it is
widely used for targeting in e-commerce [23], [17], [18], [29].
There have been a number of customer-preference estima-
tion methods based on CF [33], [16], [4]. For instance,
Amazon (www.amazon.com) adopted the CF-based recom-
mendation engine by E.piphany [27], [2]. In Korea, many
companies, e.g., eNet, also use the CF-based targeting
engine for e-business.

As personalized campaigns are frequently performed,
several campaigns often happen to run simultaneously. It is
often the case that an attractive customer for a campaign
tends to be attractive for other campaigns, too. If we
perform independent campaigns without considering this
problem, some customers may be bombarded with a large
number of campaigns, which is sometimes called “churn-
ing.” We call this the multiple recommendation problem.
The larger the number of recommendations for a customer,
the lower the average interest for campaigns [7]. In the long
run, reckless campaigns lower marketing efficiency as well
as customer satisfaction and loyalty. Unfortunately, tradi-
tional methods do focus on the effectiveness of a single
campaign and did not consider the risk with respect to the
multiple recommendations. In the situation where several
campaigns are performed at the same time, it is necessary to
distribute the campaigns carefully over the customers.

In this paper, we present a new model for multiple
campaigns beyond a single campaign. We formalize the
multicampaign assignment problem (MCAP), which con-
siders the multiple recommendation problem, and propose
a number of algorithms for the issue. We also verify the
effectiveness and the limit of the proposed algorithms with
field data. We should note that the multicampaign here has
a different meaning from Multichannel, which some
companies use for that meaning in the field.

The remainder of this paper is organized as follows: In
Section 2, we describe the multicampaign assignment
problem. The description of response suppression function,
one of the key elements for the problem, is given in
Section 3. In Section 4, we propose algorithms for the
problem. We show experimental results in Section 5 and,
finally, make conclusions in Section 6.

2 PROBLEM FORMULATION

The multicampaign assignment problem (MCAP) is a
complex assignment problem in which each of N customers
is assigned a corresponding subset drawn from a set of
K campaigns. The goal is to find a set of assignments such
that the outcome of campaigns is maximized under some
constraints. The main difference from independent cam-
paigns lies in that the customer response for campaigns is
influenced by multiple recommendations.
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1. Collaborative filtering selects content based on the opinions of other
customers with similar preferences. It is a proven standard for personalized
recommendations [17], [23] which has been used by companies such as
NetPerceptions, Inc. Although it is considered as one of the most successful
personalization technologies, it still has some problems such as the sparsity
problem [20].
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In typical assignment problems such as the optimal

assignment problem [24] and the quadratic assignment

problem [8], the size of the domain set is equal to that of

codomain set, thus restricting solutions to one-to-one map-

pings. However, in some others, such as the sailor assignment

problem [28], the sizes are different. In the multicampaign

assignment problem, the number of customers is much

greater than the number of campaigns, i.e., N � K.
Let N be the number of customers, C ¼ f1; 2; . . . ; Ng be

the set of customers, and K be the number of campaigns.

We describe the input, output, constraints, and evaluation

function for the problem in the following section.

2.1 Input

For each customer, the preference for each campaign is

given. Each campaign has a weight. A response suppression

function R related to multiple recommendations is given.

. f1; f2; . . . ; fK : C�!IRþ [ f0g: The preference func-
tion (actually a vector) of each campaign.2 The
preferences for a campaign can be acquired from
some existing preference-prediction method such as
CF. fjðiÞmeans the predicted preference of customer
i for campaign j.

. R : IN�!½0; 1�: The response suppression function
with respect to the number of recommendations. The
function value RðkÞ indicates the factor of preference
degradation when a customer encounters k recom-
mendations simultaneously (in a fairly short period
of time). If Hi is the number of recommendations for
customer i, the actual preference of customer i for
campaign j becomes RðHiÞ � fjðiÞ.

. w1; w2; . . . ; wK : The weight of each campaign (wj > 0
for each campaign j). Each campaign j has its weight
wj. The importance of a campaign is determined by
its weight. In multicampaign assignment formula-
tion, the preference of customer i for campaign j
becomes wj �RðHiÞ � fjðiÞ.

2.2 Constraints

The multicampaign assignment problem has two types of
constraints. The maximum and the minimum numbers of
recommendations for each campaign are enforced.3 The
number of recommendations in campaign j should be
between Pj and Pj, where Pj and Pj are the minimum and
the maximum numbers of recommendations for campaign
j, respectively. These constraints are determined by
considering balance among campaigns as well as the cost
of recommendation. They can be tight or loose according to
the situation of business.

2.3 Output

The output is a binary campaign assignment matrix M ¼
ðmijÞ in which mij indicates whether campaign j is
delivered to customer i; mij ¼ 1 if campaign j is delivered

to customer i. Fig. 1 shows an example campaign assign-

ment matrix.

2.4 Evaluation

The preference sum for campaign j is defined to be the sum of

actual preferences of recommended customers for cam-

paign j. The fitness of a campaign assignment matrix M is

the weighted sum of the preference sums over all

campaigns as follows:

F : fM ¼ ðmijÞg � 2f0;1g
N�K
�!IRþ [ f0g;

where

F ðMÞ ¼
XK
j¼1

wj �
X

i2C;mij¼1

RðHiÞ � fjðiÞ

0
@

1
A:

The objective is to find a matrix M ¼ ðmijÞ that maximizes

the fitness F .

2.5 Nomenclature

The nomenclature that would be used in the remainder of

this paper is given in the list below.

. ww ¼ ðw1; w2; . . . ; wKÞ 2 IRK : the campaign weight
vector.

. fj : C�!IRþ [ f0g: the preference function for each
campaign j.

. R : IN�!½0; 1�: the response suppression function
(for technical convenience, we assume Rð0Þ ¼ 0).

. p�p� ¼ ðP 1; P 2; . . . ; PKÞ 2 INK : the upper-bound con-
straint vector.
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2. We consider only nonnegative preferences, which are represented by
nonnegative real numbers.

3. The constraint about the minimum number of recommendations is
important. With no such constraint, some campaigns are impossible to
deliver to any customers. Sometimes, the maximum number of recommen-
dations is enforced by the advertisers’ budgets. Some other times it is
enforced to not discriminate against other less attractive campaigns.

Fig. 1. The campaign assignment matrix M ¼ ðmijÞ.



. pp� ¼ ðP1; P2; . . . ; PKÞ 2 INK : the lower-bound con-
straint vector.

. vv ¼ ðv1; v2; . . . ; vKÞ 2 INK : the constraint vector.

. M ¼ ðmijÞ: the N �K binary campaign assignment
matrix.

. M 0 ¼ ðm0ijÞ: the N �K real matrix where m0ij ¼
fjðiÞ �mij.

. mmi ¼ ðmi1;mi2; . . . ;miKÞ: the ith row vector of the
matrix M.

. m0im
0
i ¼ ðm0i1;m0i2; . . . ;m0iKÞ: the ith row vector of the

matrix M 0.
. 11n: the n-dimensional vector ð1; 1; . . . ; 1Þ.
. 00n: the n-dimensional vector ð0; 0; . . . ; 0Þ.
. Hi ¼ mmi � 11TK : the number of recommendations for

customer i.
. �i ¼ m0im0i � wwT : the weighted sum of preferences of

customer i for recommended campaigns.

2.6 Formal Definition

More formally, MCAP is defined as follows:

Definition 1. The multicampaign assignment problem is the

problem of finding a campaign assignment matrix M ¼ ðmijÞ
that maximizes

RRð11KMT Þ �M 0 � wwT subject to pp� 	 11NM 	 p�p�;
where RRðx1; x2; . . . ; xnÞ ¼ ðRðx1Þ; Rðx2Þ; . . . ; RðxnÞÞ and

each n-dimensional vector is regarded as a 1� n matrix.

3 THE RESPONSE SUPPRESSION FUNCTION

In the case of multiple campaign recommendations, the

customer response rate drops as the number of recommen-

dations increases. We introduce the response suppression

function, which reflects the response-rate degradation with
multiple recommendations. The optimal response suppres-
sion function depends on situations and it is a long-
term research topic. Instead, we devise a number of
suppression functions. The functions should be monotonic
nonincreasing.

Fig. 2 shows five basic response suppression functions.
These functions are nonnegative monotonic nonincreasing
functions with the maximum value one. R0 was derived
from the Gaussian function. By the function, the preference
for a campaign drops to, e.g., one third when four
campaigns are performed simultaneously to a customer.
R1 and R2 are simple step functions. R3 and R4 decrease
exponentially and linearly, respectively. In this paper, we
use the function R0 as the major response suppression
function (see Fig. 2a) and use the other functions for
supplementary study.

4 METHODS

4.1 Dynamic Programming

We can find the optimal campaign assignment matrix of
MCAP using dynamic programming (DP). DP has been
useful for diverse problems [5], [11]. We define the optimal
value function SiðvvÞ to be the optimal fitness of MCAP with
the fixed constraint vector vv and the customer set
f1; 2; . . . ; ig, where each element vj in vv means the number
of recommendations in campaign j. By the principle of
optimality, the recurrence relation appropriate to the
definition is

SiðvvÞ ¼ maxmmi;8j;mij	vjðSi�1ðvv�mmiÞ þRðHiÞ � �iÞ

for each i ¼ 1; 2; . . . ; N and each vv 	 pp�. Fig. 3 shows the
DP algorithm based on the recurrence relation. Having
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Fig. 2. Basic response suppression functions (R�ðxÞ ¼ 0 for x 
 11). (a) R0ðxÞ ¼ e�ðx�1Þ2=8. (b) R1ðxÞ. (c) R2ðxÞ. (d) R3ðxÞ ¼ 2�ðx�1Þ.

(e) R4ðxÞ ¼ � x�1
10 þ 1.



indexed the customers by arbitrary numbers from 1 to N ,
we take the constraint vector vv and first assign a vector mmi

to customer i. Then, we assign a vector mmi�1 of the
remaining constraint vv�mmi to customer i� 1, etc. That is,
with some assignments having been made, we identify the
remaining constraint vector and the customer to be
considered next. In this sequential manner, we maintain
the optimal value for each possible constraint vector vv. The
vector already assigned and, hence, the amount left are
essential to the optimization of the remaining process. The
algorithm requires OðNK ��K

j¼1P
jÞ space for storing tables

S and L. Since the maximum number of mmi configurations
is 2K , it takes OðNK2K ��K

j¼1P
jÞ time. If K is a fixed

number, this is a polynomial-time algorithm. However,
when K is not small and almost all Pjs are �ðNÞ, it is nearly
intractable. An optimal assignment matrix is obtained by
backward links LiðvvÞ stored during the process of DP. The
proposed DP algorithm is only applicable to problems with
small K, N pairs. Thus, we need heuristics for large
problems. However, since the DP algorithm guarantees
optimal solutions, it is also useful in evaluating the
suboptimality of other heuristics proposed in the next
section. It will be used for this purpose in Section 5.

4.2 Heuristic Algorithms

4.2.1 Constructive Assignment Algorithm

Starting at the situation that no customer is recommended

any campaigns, we iteratively assign campaigns to custo-
mers by a greedy method. We call this algorithm the
constructive assignment algorithm (CAA). Define the gain

gði;jÞ of a pair (customer i, campaign j) to be the amount of

fitness gain by assigning campaign j to customer i. Initially,
the gain gði;jÞ is equal to wjfjðiÞ, the product of campaign

weight and the preference of customer i for campaign j.

Generally, the gain is formulated as:

gði;jÞ ¼ RðHi þ 1Þ � ð�i þ wjfjðiÞÞ �RðHiÞ � �i:

We use an AVL tree [3] for the efficient management of real-

valued gains. Fig. 4 shows the template of CAA. First, the

most attractive � customers for each campaign are chosen

and inserted them into the AVL tree. Then, we iteratively

perform the following: We choose a pair (customer i,

campaign j) with the maximum gain and, if the gain is

positive and campaign j does not exceed the maximum

number of recommendations, we assign campaign j to

customer i. If an assignment is done, we update the gains of

customer i for the other campaigns. We naturally assume

that the response suppression function is monotonic

nonincreasing. Any gain then cannot be positive after the

maximum gain drops below zero. When the maximum gain

is not positive, the algorithm terminates as far as every

campaign satisfies the constraint on the minimum number

of recommendations. There are OðNKÞ nodes in the AVL

tree during a run of the algorithm. Hence, both the insertion

and deletion of a node in the AVL tree take OðlogðNKÞÞ
time, i.e., OðlogNÞ. The time complexity of the algorithm

becomes OðNK2 logNÞ. If the algorithm is implemented

without an AVL tree, it would take OðN2K3Þ.

4.2.2 Iterative Improvement

We also propose an iterative improvement heuristic. After
every customer is assigned a proper number of campaigns,
we can run this heuristic. It proceeds in a series of passes.
During each pass, the heuristic improves on an initial
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Fig. 3. Dynamic programming for MCAP.



solution to create a new solution. This process is repeated
until no improvement can be obtained.

Let Aj and Bj be the sets of recommended customers and

nonrecommended customers, respectively, for campaign j.

For a recommended customer a 2 Aj, the gain gja of

campaign j is defined to be the fitness gain by cancelling

the assignment to customer a. For a nonrecommended

customer b 2 Bj, the gain gjb of campaign j is defined to be

the fitness gain by assigning campaign j to customer b.

Formally,

gja ¼RðHa � 1Þ � ð�a � wjfjðaÞÞ
�RðHaÞ � �a for each a 2 Aj;

gjb ¼RðHb þ 1Þ � ð�b þ wjfjðbÞÞ
�RðHbÞ � �b for each b 2 Bj:

Fig. 5 shows the template of the iterative improvement

heuristic. A pass of iterative improvement is performed for

each campaign. Given a campaign, the heuristic chooses an

equal-sized subset pair of recommended customers and

nonrecommended customers that has the maximum gain
sum when swapped. After swapping the subset pair,
another pass is then executed starting with the new
solution. The time complexity of one pass is OðNK logNÞ.
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Fig. 5. The iterative improvement heuristic.

Fig. 6. Histogram for Pearson correlation coefficient of each campaign

pair.

Fig. 4. The constructive assignment algorithm (CAA).



5 EXPERIMENTAL RESULTS

5.1 Test Set and Parameters

E-mail marketing4 is considered one of the most promising

tools for Internet marketing. Its response rate is known to be

much higher than direct mailing or banner ads [1]. These

days, e-mail marketing companies acquire the permission

from customers and this type of e-mail marketing has

become well-established as a legal and promising business

model. We used a set of field data from an e-mail marketing

company. We used the preference values estimated by a

CF variant from a set of field data with 48,559 customers

and 33 campaigns. The entire data set used in our study

were provided by Optus Inc. Personal information5

generates a number of independent variables; the only

dependent variable is whether the customer has answered

or not to the e-mail. Each preference value for the

dependent variable is predicted as follows: For preference

prediction, we used an additional 8,650 training customers

(Ct) with an actual response value for each campaign. Each

customer has personal information with 168 binary vari-

ables. (The subinformation was used in [25].) Given a

campaign, the predicted preference value for each customer

i is
P

k2Ct �ik � fðkÞ, where �ik is the correlation value6

between customer i and training customer k, and fðkÞ is the

actual response of customer k(fðkÞ ¼ 0 or 1).
Unless otherwise noted, we use the Gaussian function R0

as the response suppression function. We set the same
weight for every campaign. The maximum number of
recommendations for each campaign was equally set to
2,428, 5 percent of the total number of customers. The
minimum number of recommendations was set to 0.

Each predicted preference value ranged from 0.00 to
167.73. The average predicted preference of customers for a
campaign was 4.67 and the average standard deviation of
predicted preferences was 5.05, which indicates that the
distribution was not normal. We also examined the Pearson
correlation coefficient7 of predicted preferences for every
pair of campaigns. Fig. 6 shows its histogram. Four hundred
twenty-two pairs (about 80 percent) among the total
528 pairs showed higher correlation coefficients than 0.5.
This property of field data raises the risk of independent
multiple recommendation and thus provides a good reason
for the need of MCAP modeling.

5.2 Analysis of Results

Table 1 shows the performance of the independent
campaign and various multicampaign heuristics in the
multicampaign formulation.8 The result of independent
campaign is from 33 independent campaigns without
considering their relationships with others. There are two
initialization methods in multicampaign heuristics: random
initialization or CAA of Section 4.2.1. After initialization, we
improve the solution by applying the iterative improvement
heuristic. We denote the methods “random initialization þ
iterative improvement” and “CAA + iterative improve-
ment” by Random-I and CAA-I, respectively. Our iterative
improvement heuristic randomly chooses the order of
campaigns to be applied. So, it may produce different
results from the same input. On the other hand, CAA is a
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TABLE 1
Comparison of Algorithms

4. E-mail campaign (direct e-mailing) is one of the cheapest campaign
methods. The cost of sending an e-mail is $5 to $7 per 1,000 messages [26].
We chose e-mail campaigns in the experiments for experimental conve-
nience.

5. The information consists of personal profile and past responses for
other campaigns.

6. The correlation �ik is defined to be �ik=�ik, where �ik ¼
P168

j¼1
ðjth information of customer iÞ ^ ðjth information of customer kÞ and �ik ¼P168

j¼1 ðjth information of customer iÞ _ ðjth information of customer kÞ.

7. When we consider a campaign as a vector of predicted preference
values for customers, it means the correlation coefficient between a pair of
campaigns, i.e., ðfið1Þ; fið2Þ; . . . ; fiðNÞÞ and ðfjð1Þ; fjð2Þ; . . . ; fjðNÞÞ, i 6¼ j.

8. If we ignore the constraint factor, it is optimal to solve the MCAP
independently for each customer. However, this produces ill-balanced
recommendations for campaigns. When we solved the MCAP indepen-
dently for each customer under the experimental setting of Table 1 (where
pp� ¼ 2; 428 � 11N ), 11NM (the number of recommendations for campaigns) was
the vector (2959, 0, 1692, 104, 0, 4169, 69, 0, 0, 178, 167, 29538, 0, 0, 6393, 189,
80, 0, 36, 0, 0, 334, 682, 31215, 0, 2610, 526, 0, 0, 8, 950, 93, 7). Surprisingly,
12 campaigns were assigned no customers and six campaigns were
assigned more than the maximum number of recommendations—among
them, two campaigns recommended more than 12 times the maximum
number of recommendations. This result ignores some campaigns and
exceedingly concentrates on some specific campaigns.



deterministic algorithm which always outputs the same
result. All the methods except CAA were performed
1,000 times. Although the independent campaign was
better than the random assignment in multicampaign
formulation, it was not comparable to the other multi-
campaign heuristics. The random initialization combined
with iterative improvement (Random-I) was not only
slower than CAA, but even the best of 1,000 runs was
worse than the result of CAA. Fig. 7 shows fitness values
over the iterations in CAA. At no more than 2,400 node
insertions, CAA surpassed the independent campaign. At
33,300 node insertions, CAA outperformed the iterative
improvement heuristic. However, the iterative improve-
ment heuristic was useful for improving the results of CAA.
The solution fitness of CAA-I heuristic was more than three
times higher than that of the independent campaign. This
result shows the attractiveness of the proposed model.

We also performed experiments on various response

suppression functions. Fig. 8 shows the results according to

different response suppression functions. The details of the

functions were given in Fig. 2. For all the response

suppression functions, the results by MCAP model showed

significant improvement over the independent-campaign

model. The slower the customer response for multiple

recommendations decreased, the smaller the difference

between two models was. The response suppression

function R1 was set to have the same response up to seven

multiple recommendations. Surprisingly, the result of

MCAP was still around two times higher than even that

of the independent campaign with R1.
We additionally compare the proposed heuristic

algorithms with the DP algorithm which guarantees

the optimal solutions. Due to the huge time complexity
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Fig. 8. Results with various response suppression functions.

Fig. 7. Performance of CAA.



of the DP algorithm, we restricted the instances to
1,000 customers and three campaigns. Table 2 shows
their suboptimality. We chose three campaigns among
the 33 campaigns and the sets of customers were
sampled at random to prepare the sets with sizes from
100 to 1,000. The maximum number of recommended
customers was set to be at half the total number of
customers. The minimum number of recommendations
was set to 0. CAA-I was much faster than the
DP method, while its results reached fairly close to
the optimal solutions. Although it is notable that CAA-I
was visibly better than Random-I, a more important
thing is that both Random-I and CAA-I produced much

better results than “Independent” campaign. Fig. 9 plots

the results of table. Although this does not guarantee

that CAA-I also produces near-optimal solutions for

large data, it supports that CAA-I is an attractive

practical heuristic. For the problem of Section 5.1 with

48,559 customers and 33 campaigns, we unfortunately

do not know the optimum due to the huge time

requirement of the DP algorithm.
We also examined the distribution of customers over

the numbers of recommended campaigns. Fig. 10, cap-
tured from a commercial product that incorporated the
proposed algorithms, shows the distributions with respect
to Independent campaign and CAA-I, respectively. The
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TABLE 2
Comparison for Small Data Set

Fig. 9. Plotting of Table 2.



results are from 33 campaigns. The two methods showed a
sharp contrast. One can observe that there are a consider-
able number of customers who got more than three
campaigns in Independent campaign, whereas there are
few in CAA-I.9 The campaigns were more evenly assigned
to customers in CAA-I.

6 CONCLUSIONS

The representative contributions of this paper are as follows:

First, we proposed and formulated the multicampaign

assignment problem (MCAP). To the best of our knowledge,

this is the first model that attacks multiple campaigns from

the perspective of optimization. Second, we devised a

dynamic programming (DP) algorithm for MCAP, which

guarantees the optimality. Finally, we proposed heuristics for

MCAP. Their performance was examined with various

experiments. It should be noted that CAA showed impressive

performance as just a stand-alone heuristic algorithm. For

those problems for which we know the optimal solutions by

the proposed DP algorithms, CAA reached fairly close to the

optimal solutions. CAA was also improved by the iterative

improvement heuristic. For an instance with 1,000 customers

and three campaigns, CAA-I produced near-optimal solu-

tions in 5 millionth of the time taken by the DP algorithm.

When we perform a small set of campaigns for a small

number of customers, DP may be the choice. In most

situations, however, CAA-I would be the practical choice.

CAA-I takes practical running time; for a set of real field data

with roughly 50,000 customers and 33 campaigns, it took just

around 36 seconds on a Pentium III 1 GHz.
We showed in Section 5 that the MCAP model can avoid

bombarding campaigns on a number of customers. The
customers who were targeted by five or more campaigns
are mostly loyal customers to the company. Such reckless
campaigns diminish the loyalty of highly valuable custo-
mers. By the MCAP model, we not only improve the overall
response rate, but avoid harming the loyalty of customers.

Although the DP algorithm is impractical as its current
form, it would be able to handle larger problems by
dimensional reduction techniques. Lagrangian relaxation is
a good candidate for dimensional reduction. We leave this
issue as another research topic. We hope that our study
provides the motivation of further researches for multi
campaign assignment optimization.
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